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Abstract.1  In the last few decades, the use of computer and 
electronic devices has increased considerably and a lot of attention 
has been brought to human-computer and human-robot interaction. 
In the latter case, the key for satisfying the user seems to be the 
introduction of robots able to interpret the world in the same way as 
humans. The perception of color fits in this perspective, as its 
elaboration and classification can be very important for 
communication. For this reason, this study tries to evaluate the 
differences between human and computer vision with a focus on the 
color naming process. A computerized determination of the name of 
a color from an image is developed through a simple algorithm and 
compared with the results obtained by interviewing a group of 
people from different countries. What emerged is that color 
perception and classification is highly subjective and it is advisable 
to customize those applications where the use of colors is 
fundamental.  

1 INTRODUCTION 
Computers, robots and electronic devices are nowadays part of 
everyday life for the majority of people throughout the world. For 
this reason, the attention over human-computer interaction (HCI) 
and human-robot interaction (HRI) is growing at a fast pace. When 
people have to communicate with robots, the communication is 
facilitated if they feel that they can interact in a spontaneous and 
natural way, possibly receiving a responsive feedback. This can be 
achieved via the implementation of programs that interpret the world 
in the same way as we humans do. An example is the use of robots 
for therapy with autistic children [1]. For them, in fact, it is 
fundamental that the interaction makes them feel as comfortable as 
possible. 

One of the things that people have the ability to perceive is color, 
therefore the way color is represented when interacting with each 
other is fundamental in communication [2]. As a matter of fact, the 
concept of color labelling is extremely important, although it can be 
difficult to be reproduced in robots and computers. In fact, in order 
to recreate such human ability on a software, it is necessary to adopt 
a rigid and mathematical approach, that could lead to poor results. 
Therefore, it is important to evaluate the similarities and 
discrepancies in human and computer vision in this context. 

In this approach, there are several models in the literature for 
color naming [2-6], and the model in [3] is selected for the 
comparison between computer and human color naming of a 
visualized HSL coordinate. This study proposes a set of labels for 
color naming, which are based on the responses obtained by asking 
a group of people to name a sample of colors. The labels are 
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associated with an interval in the HSL representation, explained in 
detail in the following sections. This model has the advantage of 
being simple and well structured, so it is particularly suitable for an 
algorithmic implementation. It does not, however, include a label for 
the color brown, which is just a dark orange and not a distinct hue. 
Therefore, in this approach the label orange of the model is replaced 
by the label orange/brown, since not including such a common label 
as brown might be confusing for some users. Nevertheless, the 
method adopted in this approach for computer labelling is the same.  

In conducting the experiment, a sample of images representing 
different colors has been selected and an algorithm, developed in 
MATLAB, has been used for associating the correct label to each 
image. The same set of colored images has been shown to a group 
of people, who were asked to label them according to the model. The 
experiment, moreover, has been specifically designed in order to 
obtain a significant comparison. In fact, all the samples were 
collected by using the same screen in the same environment. Also, 
the test can be considered guided since everyone is restricted to use 
the labels that the chosen model provides.  

What emerged is that color perception, hence color labelling, is 
highly subjective for people. Nonetheless, it was always possible to 
identify the label that was most popular among the participants and 
compare it with the one obtained from the algorithm. The cases in 
which the two labels correspond perfectly are few, but in many cases 
at least one person used the same label as the computer. From the 
results obtained some indications on how to modify the model for 
HRI and HCI applications can be extracted. In addition, it seems 
clear that a dynamic labelling based on the user's preferences is 
advisable when dealing with color naming. 

A small group of people took part in the experiment, due to the 
constraint of using the same screen, and this can be considered to be 
the main limitation of this study. In future works a larger dataset 
should be acquired and used to understand what are the factors that 
involve the color labelling process for people of different ages, 
nationalities and backgrounds. Based on the results of this study, 
moreover, it is possible to adjust the intervals that define the labels, 
focusing on the problems that emerged. 

2 COMPUTER PERCEPTION: COLOR 
LABELLING 

The color naming model used in this paper for human color naming 
comparison is the one presented in [3,7] which is a Qualitative Color 
Description (QCD) model. This QCD model defines a reference 



system in the HSL colour space for qualitative colour description, 
which is built according to Figure 1 and 2, and defined as: 

QCRS = {uH,uS,uL,QCNAME1..5,QCINT1..5} 

where uH is the unit of Hue; uS is the unit of Saturation; uL is the 
unit of Lightness; QCNAME1..5 refers to the colour names; and 
QCINT1..5 refers to the intervals of HSL coordinates associated 
with each colour. The chosen QCNAME and QCINT are: 
 
QCNAME1 = {black, dark grey, grey, light grey, white} 
QCINT1 = {[0, 20), [20, 30), [30, 50), [50, 75), [75, 100) ∈ uL | ∀  
uH Ù uS ∈  [0, 20] } 
QCNAME2 = {red, orange, yellow, green, turquoise, blue, purple, 
pink} 
QCINT2 = {(335, 360] Ù [0, 20], (20,50], (50, 80], (80, 160], (160, 
200], (200, 260], (260, 300], (300, 335] ∈ uH | uS ∈ (50, 100] Ù  
uL ∈ (40, 55]} 
QCNAME3 = {pale-red, pale-orange, pale-yellow, ..., pale-blue, 
pale-purple, pale-pink} 
QCINT3 = {∀ QCINT2 | uS ∈ (20, 50] Ù  uL ∈ (40, 55]} 
QCNAME4 = {light-red, light-orange, light yellow, ..., light blue, 
light purple, light pink} 
QCINT4 = {∀ QCINT2 | uS ∈ (50, 100] Ù  uL ∈ (55, 100]} 
QCNAME5 = {dark red, dark orange, dark yellow, ..., dark blue, 
dark purple, dark pink} 
QCINT5 = {∀ QCINT2 | uS ∈ (50, 100] Ù  uL ∈ (20, 40]} 

 
As a baseline, the Qualitative Color Reference System (QCRS) 

was calibrated according to the vision system used. 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Describing the QCD: discretization of HSL 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Labels and CND of the QCD 

The QCD model has a relational structure and it can be organized 
in a conceptual neighborhood diagram (CND) [8] according to how 
a colour can be transformed into another by changing its luminosity, 
saturation or hue. For example, the colours red and orange are 
conceptual neighbors since a continuous change in hue causes a 
direct transition from red to orange. However, blue and red are not 
conceptual neighbors, since a continuous transformation of hue from 
blue to red finds other colours in between. A CND for the 
computational QCD is built and shown in Figure 2.  

In this approach the orange label has been replaced by the 
orange/brown. We consider that brown is a label vey commonly 
used by humans, and therefore it is important to include it in the 
study. The brown HSL coordinates seem to be localized in the range 
corresponding to the hue value of orange, but not in a continuous 
way with respect to saturation and lightness, and thus a simple 
discrimination is not possible. Therefore, the choice adopted here is 
to merge the two labels. This is, of course, a flaw in the model, as in 
human perception the two colours are quite different.  

A simple algorithm based on this QCD model has been 
implemented with MATLAB, in order to perform color labeling 
(Figure 3). The script receives as input an image of a color in the 
RGB domain and, first of all, performs a transformation in order to 
obtain the HSL representation of the same image. Then, the mean 
value of hue, saturation and lightness is evaluated and finally the 
mean color of the image is named according to the model. 

All the possible color labels are stored in a file with the range of 
HSL values that correspond to each label. Therefore, the MATLAB 
script reads the file and performs a comparison between the HSL 
values of the given image and the values assigned to each label. The 
given model avoids any overlap in HSL intervals for the labelling, 
hence the algorithm cannot give more than one label to the same 
HSL value. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: The algorithm returns the label of the image given as input. 

3 HUMAN PERCEPTION: 
QUESTIONNAIRE  

For evaluating human perception of color, a Google Form 
questionnaire has been designed. An example of it can be seen in 

 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



Figure 4. The questionnaire was developed in English, as this does 
not compromise the validity of the results even though the test was 
performed with people of different nationalities [6]. 

In this study we wanted to take into account that the screen and 
the relative setting of the computer and its environment can affect 
color perception. For this reason, all the people that were 
interrogated were asked to do the questionnaire in the same 
conditions and on the same computer, in order to limit the 
discrepancies due to external causes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4: Example of question: the color is shown and the person can 

choose among the available colors (black, red, orange/brown, …) and, if 
they believe it is necessary, an adjective (dark, pale or light). 

 
A set of 24 colors shown in Figure 5 has been used for the test. 

In addition, one color (corresponding to the red in the RGB 
definition) was shown twice, to detect whether people gave the same 
label to it or not.  

 
 
 
 
 
 
 
 
 

Figure 5: Set of colors selected for the experiment. 
 
Because of that, the questionnaire is composed by 25 questions, 

that are considered to be sufficient for the study and not 
overwhelming for the participants. If the questionnaire were too 
long, it is likely that people would lose attention before the end.   

The order in which the colors were shown was the same for all 
participants. What we tried to avoid is to have similar colors 
appearing near one another, as this could influence the answers. 

Also, color perception and categorization can be subject to 
cultural influences and other factors, so before performing the color 
labeling process all subjects were asked to provide some personal 
information. All information was acquired anonymously, for 
statistical purposes only. 

The required information was: age, gender, nationality, country 
where the person lives and for how long they have been living there, 
level of English, experience with color (work, hobby, none). 

The expectation is that people that work with colors or have a 
better level of English will use the labels in a broader way. Male and 

females, moreover, are known to perceive color differently [9], so 
the gender is taken into consideration. Finally, questions about age, 
nationality and country of living were asked for taking into account 
whether culture can have an impact in color naming. 

 

4 RESULTS 
As mentioned above, the test was based on a 24 colour model 
(Figure 5). Based on the selected labels and their relative intervals 
in the HSL pyramid, the computer was able to identify all 24 colors. 
As for the human color labelling, a total of 11 people took part in the 
experiment. The limited number of participants is due to the desire 
of executing the test with the same screen and on the same 
conditions. This guarantees that there is no unknown discrepancy 
between the image shown by the computer, as different screens with 
different settings can influence the answer.  
It is important to remark that the majority of the individuals are male 
between 18 and 35 years of age, the main nationalities are Italian and 
Spanish, and all participants have a good level of English. The 
participants were also asked to define their experience with color, 
that is whether they work with colors (color scientists, painters, 
designers, …), if they use the color for hobby (paint in their free 
time, decorate, …) or have no particular experience related to color 
classification. 

The color names obtained by people are not homogeneous, as 
appears from the representative example in Figure 6. This is due to 
the fact that, even when put in the same conditions, color naming is 
very subjective. 

 
 
 
 
 
 
 
 
 

Figure 6: Example of answers: one of the results obtained for one color 
when people were asked to assign a label to it. A variety of answers was 
given to the same question; however, it is possible to identify the most 

popular one. 
 
 
 
 
 
 
 
 

Figure 7: Results obtained: comparison between the labels obtained from 
the test performed by a human sample group and the ones obtained by the 

computerized color labelling. 
 
Surprisingly, in one case out of 11, the color red that was repeated 

in the questionnaire was categorized by the same person differently 
in the two occurrences. In the first the color was identified as light 
red, while in the second it was identified as dark red. Despite this 
discrepancy, it was decided not to discard the sample, as this 
phenomenon is most likely due to the effect of the tuning process of 
the human categorization ability. In this case, in fact, the colors seen 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 

 

 
 
 
 
 
 
 

 

 
 
 
 
 
 

 
 
 



before and the experience on labelling acquired during the test itself 
can be considered the cause of the incoherence.  

A plot of the results obtained can be seen in Figure 7. As it 
appears from the graph, the correspondence of the label obtained by 
the computer and the label obtained by the majority of people is 
perfect only 6 out of 24 times. This rate doubles if we count the times 
that at least one person gave the same answer as the algorithm. 

It is also important to notice that the adjective assigned to the 
color is relevant, but it is not discriminant for the results obtained. 
In fact, when the adjective is disregarded the number of matches 
grows just from 12 to 14. Thus, it can be said that, in the majority of 
the cases, the labels were not different because of the adjective, but 
because of the identification of the hue value itself. 

One of the main problems that emerged by looking at the results 
of the experiment is that the lack of a differentiated label between 
orange and brown causes a big discrepancy in the answers. What 
appeared is that the concept of light brown and the concept of light 
orange are very different in the human mind, while in the test 
performed by the computer they were put in the same category. 

Similarly, the algorithm cannot assign an adjective to the colors 
black and white, while some people did.  

Another discrepancy is related to pink and red. It emerged that 
100% of the participants labeled the color in Figure 8a) as pink (pale 
in most cases), while for the computer the color is categorized as 
light red. This must be taken into consideration when evaluating and 
using the model. 

 
 
 
 
 

 
Figure 8. Example of ambiguous colors. Colors in a) and b) were subject to 

discrepancies between the answers received from people and the answers 
received from the algorithm. The color in a) was labelled as pale pink by 
humans and as light red by the computer. The color in b) was labelled as 

dark yellow by people and as orange/brown by the computer. 
 
Finally, it is important to note that in those cases where the label 

given by the computer and the one obtained by the group test do not 
correspond, the color given by the computer is not absurd in most 
cases. For instance, the color shown in Figure 8b) was identified by 
people as dark yellow and by the computer as orange/brown. The 
answers can be considered close in representation, however a test on 
the acceptance of the labels given by the computer from people 
could give a less qualitative idea of the results obtained. 

5 DISCUSSION AND CONCLUSIONS 
It can be argued that the major limitation of this study is the small 
sample of participants that took part in the experiment. Nevertheless, 
it is possible to draw some relevant conclusions from what emerged. 

It is important to remark that color perception appears to be 
highly subjective, hence it is very difficult to reproduce it in a 
software. This is part of the reason why the results obtained show a 
relatively low correspondence between the model and human 
perception. 

The problem here seems to be partly due to the fact that a 
mathematical categorization of color, necessary for a software in 
order to perform color labelling, is not entirely suitable for the 
human mind. As we saw, in one case out of 11, the same person 

labelled the same color differently in two moments of the test and 
this is something that cannot be solved by changing the intervals in 
the HSL domain. 

Since the tests were performed in the same conditions and on the 
same screen, it can be said that the discrepancies that resulted 
between different people and, as mentioned, between the same 
person, are due to other factors. It is plausible that the order in which 
the colors were shown to the participants influenced some of the 
answers. 

Moreover, what probably happened is that the use of the 
adjectives was tuned after a few color samples, and people learnt to 
use the labels in a coherent way while the test was going on, reducing 
what can be considered an error of the first few samples. This would 
also explain why one person categorized the RGB (255,0,0) first as 
light red and later as dark red. 

In order to avoid this error, the test could be performed with more 
color images and the first answers of the test could be discarded. The 
reasons this was not done here are several. First, the number of 
participants in the test is small, so it was considered advisable to take 
as many answers as possible. Second, the test is rather monotonous 
and, if too many color images were presented to the participants, 
they could have been subject to losing their focus and they would 
have given less precise answers. Last, it is very complex to 
determine how many answers should be discarded. This could 
depend on the person themselves and a deeper analysis should be 
performed. 

As mentioned before, further analysis should be done regarding 
the label brown. The model should be coherent and provide the 
definition for the different labels light brown, dark brown, pale 
brown, and brown. However, the interval in which the brown can be 
identified is not mathematically continuous and should be studied in 
depth. 

A similar problem emerged with the discrimination of the color 
red and the color pink, as for most humans the color labelled as light 
red corresponds to pink. Further studies should focus on that as well. 

Future works could be focused on finding which factors (gender, 
age, nationality, …) have an impact in color labelling, but first the 
dataset has to be extended with more diverse samples.  

Besides, a second test could be done for testing people's 
acceptance of the labels assigned by the computer for a complete 
evaluation of the model. 

In conclusion, what can be said is that color perception can be 
very useful in HCI and HRI, as the more the external world is 
perceived in a similar way, the easier the communication is. This 
work does not provide a robust solution for the problem of 
discrepancies in color perception between human and computer, but 
it can be considered a starting point for future work. What comes 
clear from this study is that, if a static and a priori color labelling is 
required, the users should be able to customize their choices and the 
model should adapt to their color interpretation. 

The study highlights some of the problems in the interpretation 
of color not only from person to computer, but also from person to 
person. For this reason, designing a robot that is good in color 
recognition is difficult, but necessary for many applications. 
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