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Abstract. The recent pandemic led to a surge of recorded lecture ma-
terial available digitally, a resource that can now be used to improve
computer-assisted learning. In this paper, we compare two methods for
topic segmentation, i.e. the breaking down of a single lecture session into
self-contained content units that deal with one or a small set of sub-topics
or a set of concepts, respectively. We are interested whether auditory si-
lence or keywords generated by a state-of-the-art keyword extraction tool
are superior in segmenting down a session’s recording into self- sufficient
clips that may be served to student learners of artificial intelligence. To
the best of our knowledge, this is the first comparison of silence-based
topic segmentation and keyword-based topic segmentation for recorded
lecture materials.

Keywords: Topic modeling · Topic segmentation · Detection of the-
matic shifts · Video analytics · Signal processing · Education applica-
tions.

1 Introduction

Recent increases in the acceptance of remote work, including remote lecturing,
have led to substantial archives with lecture recordings that capture plenty of
knowledge. In this paper, we describe an ongoing effort to design and implement
methods for effective topic classification and segmentation of video lecture collec-
tions, in order to facilitate subsequent search (using a chatbot) and exploration
(using a topic browser). While past work has established effective methods for
text-based (e.g. [7]; [5]) and audio-based (e.g. c.f. [15]) methods, there is little
work that combines modalities and exploits available thematic domain knowl-
edge. Our work forms part of the VoLL-KI project (“Learning from Learners”),
which aims to develop a toolbox of components that support learners of artifi-
cial intelligence and eventually other subjects [3], with a focus on the English
and German languages. The remainder of this paper is structured as follows:
Section 2 briefly summarizes past work in segmentation. Section 3 describes two
methods, one using audio and another based on text; Section 4 presents our pre-
liminary evaluation and related further plans for discussion. Section 5 discusses
our findings before we conclude in Section 6.
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2 Related Work

Topic segmentation (part of topic modeling) is a support task for navigating and
understanding large documents or document collections. In traditional document
topic segmentation, seminal works by Hearst[7] and Choi[5] laid the foundation
for the field. Hearst’s TextTiling algorithm is a pioneering method that auto-
matically detects subtopics from expository text. It operates on the observation
that a shift in topic is often accompanied by a change in the lexical distribution
of a document. The algorithm consists of three steps: First, it tokenizes the text
and creates sentence-sized units. Second, it determines a score for each of these
units. Finally, in the third step, it detects subtopic boundaries. For the scoring
process, three methods have been explored: blocks, vocabulary introductions,
and chains. Each of these methods utilizes patterns of lexical co-occurrence and
distribution within the text.

On the other hand, Choi’s C99 algorithm takes a different approach to topic
segmentation. Instead of focusing on lexical shifts, the C99 algorithm uses di-
visive clustering to detect boundaries in a document. Similar to TextTiling, it
also consists of three steps. In the first step, pre-processing and sentence forming
occur, along with the measurement of similarity between sentences, resulting in
the creation of a similarity matrix. The second step involves ranking the simi-
larity scores between sentences to estimate the order of similarity, thus creating
a ranking matrix. The third step involves clustering to determine the location
of topic boundaries. Initially, the entire document is considered as one coherent
text segment, which is then iteratively divided to maximize the inside density.

More recently, approaches to topic segmentation[13, 2, 1] have integrated deep
learning techniques: they utilize methods such as recurrent neural networks
(RNNs), convolutional neural networks (CNNs) and transformers to capture
sequential text dependencies and to model complex relationships, consequently
enhancing both the accuracy and versatility of topic segmentation.

In the context of topic segmentation on lecture videos, there are multiple
approaches to the problem. Most methods for segmenting lecture videos use tex-
tual information that is extracted from either audio (e.g., the textual transcript
obtained by automatic speech recognition), visual (slide presentation), or a com-
bination of both. Because of this, we can view the text-based part of the task as
a problem of textual topic segmentation[6]. In [8] one of the first approaches to
lecture video segmentation, they used a linguistic based approach since the ex-
isting algorithms for automated video segmentation relied on scene/shot change
detection, something that lecture videos are lacking or have very few of. Also
topic boundaries are less distinct due to the spontaneous nature of the lecturers
speech. For that they propose an algorithm called PowerSeg that combines var-
ious linguistic segmentation features such as noun phrases, verbs, pronouns and
cue phrases.

Shah et al. present TRACE [12], which is designed to perform automatic
segmentation of lecture videos using a linguistic-based approach. It leverages
Wikipedia articles and the lectures’ video transcripts to create feature vectors
from blocks of text. These blocks, created using a sliding-window architecture,
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have a specific length and allow the system to skim through the entire documents.
Afterwards, TRACE computes the similarities between the feature vectors of the
Wikipedia article blocks and the transcript blocks. Transcript blocks that lead
to the maximum similarity score which also exceed a similarity threshold δ are
considered as a segment boundary.

In [6] they propose a lecture segmentation algorithm that extracts cue fea-
tures from the lectures’ video transcripts in an attempt to capture the essence
of the text. Then these features are turned into vectors for representation pur-
poses. Finally, a sliding window-based method is used to detect the segments in
the video. The authors also introduced a new artificially-generated dataset for
evaluation, consisting of synthetic lecture transcripts, as detailed in table 1.

In [10] the authors introduce VISC-L, a comprehensive framework that uses
video transcripts for segmenting and characterizing videos, and linking them to
their domain. Similar to previous methodologies, it employs knowledge models
and a language model to identify primary topics and concepts for each video seg-
ment. Unique to VISC-L is its user study evaluation, which assesses the impact
of the segmentation and characterization processes on concept learning.

However, relying solely on text for topic segmentation in lecture videos can
overlook valuable information present in the audio and visual components of
the video. This has led to the development of methods that incorporate audio
features, such as silence detection and changes in speaker’s tone, into the seg-
mentation process. For instance, Malioutov et al. [9] proposed an unsupervised
algorithm for topic segmentation that operates directly on raw acoustic infor-
mation. Their method predicts topic changes by analyzing the distribution of
recurring acoustic patters in the speech signal, demonstrating that audio-based
segmentation can perform favorably even without input transcripts.

Moreover, some researchers have explored multimodal approaches, the com-
bination of features extracted from video. These approaches aim to leverage
the complementary information present in different modalities and enhance the
segmentation process. For example, Soares and Barrere [14] proposed a multi-
modal approach that leverages both low and high-level audio features for auto-
matic topic segmentation in video lectures. Their method combines frequency
and power features from the audio signal, the transcript from automatic speech
recognition and annotation features from a knowledge base. Through experi-
ments on a dataset of Portuguese video lectures, they demonstrated that their
method can successfully segment video lectures with various characteristics, and
the results indicated that combining features from different modalities enhances
topic segmentation performance.

Despite the extensive research in topic segmentation, our work introduces a
unique perspective that has not been extensively explored in the existing lit-
erature. We examine both audio and text modalities individually for segment-
ing video lectures. While many methods utilize text, audio-visual cues, or their
combination, we delve into the distinct strengths of audio and text in isolation.
Notably, our use of keyword extraction for this task is a pioneering approach, con-
trasting the straightforward audio-based method with the intricate text-based
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one, shedding light on the potential of different speech and text features for
segmentation.

3 Methods

3.1 Silence-based Segmentation

The silence-based segmentation approach exploits natural pauses in speech that
during a lecture may signify a transition from one subject to another. This
methodology proves especially effective in educational video lectures, where typ-
ically a single speaker delivers the content, often accompanied by slide presen-
tations. This format tends to encourage a structured pace and clear distinction
between sections and topics. Furthermore, the audio quality in such settings is
usually relatively free of noise, simplifying the task of identifying speech pauses.
The process encompasses several steps, as outlined in Algorithm 1.

The first step involves extracting the audio track from the video lecture (line
2). We then identify pauses (lines 3-6) or silences in the speech by setting a
threshold (line 4) and a minimum duration for silence (line 3), then automati-
cally retrieving all the regions regions where the audio volume falls below this
threshold (line 6) as pauses. This is done with the help of the pydub[11] library
and its detect_silence() function. After identifying the pauses in the audio,
we calculate their average length (line 7) and the Standard Deviation (line 8).
Pauses that exceed the average length by more than σ standard deviations are
considered significant and are marked as potential topic boundaries (line 11),
thus creating the segmentations for the lecture video.

Algorithm 1 Audio-based Segmentation
1: procedure AudioSegmentation(video)
2: audio← ExtractAudio(video)
3: min_silence← 100ms
4: silence_thresh← dBFS − 16
5: silence_params← {audio,min_silence, silence_thresh}
6: silence_list← DetectSilence(silence_params)
7: silence_mean← CalculateMean(silence_list)
8: silence_std← CalculateStdDev(silence_list)
9: selection_criteria← silence_mean+ σ ∗ silence_std

10: selection_params← {silence_list, selection_criteria}
11: silence_selection← SelectSilences(selection_params)
12: return silence_selection
13: end procedure

3.2 Keyword Extraction-based Segmentation

Keyword extraction-based segmentation uses existing models or algorithms for
extracting keywords from passages to segment text. For this implementation,
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Fig. 1: This figure shows the keyword extraction-based approach applied on a
document from the Choi dataset [5]

we used the YAKE! method [4], but theoretically this step can be reproduced
by any existing keyword extraction methods, or even a vectorization method.
The fundamental motivation behind this segmentation approach is put simply,
is the hypothesis that a keyword for a given passage can be perceived as a
summary describing the topic of that passage. Any change of the underlying
topic (thematic shift) is expected to result in a change of the associated keyword
describing of said passage. This concept can be used to test whether adjacent
passages or blocks continue an existing topic or introduce a new, different topic.
This is achieved by comparing whether their extracted keywords are equal or
not, essentially comparing either individual keywords or sets of keywords.

The way that this idea is implemented is with a “sliding window” buffer
architecture. The buffer B has a size limit of k sentences and each sentence i
from the document gets compared with the buffer. At the beginning the buffer is
empty, and after k iterations it is filled up. In the next iteration (k+1), the first
sentence is removed, and the (k + 1)th sentence is added instead. Afterwards it
continues in the same manner, similar to a FIFO queue, until all the sentences
of the document will have been compared.

The buffer-sentence comparison is done for every sentence in the document,
and it is done in the keyword level. For each iteration of the algorithm, a keyword
extraction process is applied to both the buffer B and sentence Si (line 6 & 7).
So, for each iteration, the comparison is done between the keyword set of the
buffer and the keyword set of the sentence. The number of keywords extracted
from both the buffer and the sentence is kept the same to ensure a fair similarity
calculation. For simplicity, we have chosen to extract a number of keywords equal
to the buffer size, k. These sets may contain singular words as in keywords, or
whole phrases, thus keyphrases. The choice between extracting individual words
or phrases can be specified in the keyword extraction process using the ngram
parameter. Apart from the parameter specifying the number of keywords to be
extracted, we use the default values for all other parameters provided by YAKE!
[4].In addition, YAKE! provides a relevance score for each extracted keyword,
signifying its importance in the given text. This relevance score is used in the
computation of the buffer-sentence similarity score.
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Algorithm 2 Keyword Extraction-Based Segmentation
1: Step 1: Calculate Gap Similarity Scores
2: Set buffer size k
3: Initialize buffer B and empty list of gap scores GapScores[]
4: for each sentence Si in the document D do
5: Extract k keywords K[Si] from Si

6: Extract k keywords K[B] from buffer B
7: Calculate sentence score using method A: ScoreA(Si, B)
8: Calculate sentence score using method B: ScoreB(Si, B)
9: Calculate sentence score using method C: ScoreC(Si, B)

10: Take the maximum score: ScoreMax(Si, B)← max{ScoreA, ScoreB, ScoreC}
11: Normalize sentence score NormScore(Si, B)← 1− ScoreMax(Si, B)
12: Add NormScore(Si, B) to list of gap scores GapScores[]
13: Add Si to buffer B
14: if length(B) > k then
15: Remove the first sentence from buffer B
16: end if
17: end for
18: Step 2: Create Segmentation
19: Set threshold θ
20: Initialize empty list of segmentations Seg[]
21: for each score score in GapScores do
22: if score ≤ θ then
23: Append "1" to Seg[] ▷ Mark as topic boundary
24: else
25: Append "0" to Seg[] ▷ Mark as no boundary
26: end if
27: end for
28: return Seg[]

The similarity score for each iteration of the algorithm indicates if a sentence
Si has any similarity with the buffer Bi,k, i.e. the k previous sentences. If the
similarity score is high, it indicates that the sentence is part of the same segment
with the sentences of the buffer. If the similarity is low, then the sentence may be
the first one of a new segment, indicating a topic shift. Because of the keyword
extraction process used, we need to find a way to calculate the similarity between
the two keyword sets.

The relevance score of each keyword contributes to calculate the similarity
score for each sentence as follows: given the keyword set K[Bi,k] of the buffer
Bi,k and K[Si] of the sentence Si. There are three ways to calculate a similarity
score (line 9-11), and the best one will be used (line 12).

1. If a keyword from K[Si] is found in K[Bi,k] the relevance score of the keyword
from the buffer set gets used for the similarity score. (line 9)

2. If for a keyphrase from K[Si], a word is found in K[Bi,k] as a keyword, the
relevance score of the keyword from the buffer set gets used for the similarity
score. (line 10)
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3. Lastly, for every word that exists in a keyword or keyphrase in K[Si] is
compared with every word that exists in a keyword or keyphrase in K[Bi,k].
If similarities are found, then the relevance score is divided by the length of
the keyphrase partial relevance = kw relevance score/len(kw). (line 11)

After the score calculation, we obtain a list of similarity scores Sim[S1, SN ]
for each of the sentences (line 13). Using a predefined similarity threshold T
(line 5), we iterate through this list and begin placing segment breaks Seg[Si]
(lines 14-16). If the similarity score Sim(Si) for a given sentence is lower than
the threshold, this sentence is considered to belong to a new segment, and the
algorithm places a segment barrier in front of it. Once all scores have been
processed and all segment barriers have been placed, we end up with a segmented
document. This is represented by a segmentation list Seg[D] for the document
D, containing the indices of the sentences that are preceded by segment barriers.

4 Towards an Evaluation

This chapter outlines the evaluation of the two topic segmentation methods
for video lectures developed in this research. In the course of this research, we
compiled a list of available datasets relevant to the task of topic segmentation
(see Table 1). However, none were suitable for video lectures, thus posing a
challenge in assessing our methods’ effectiveness.

4.1 Evaluation Datasets

As can be seen from the table, some researchers [5, 6] synthesize evaluation data
to overcome the lack of available datasets for their segmentation methods. While
this is an ingenious approach to address the dataset scarcity issue, it can intro-
duce biases and inaccuracies. Specifically, synthesized data often contain clear
topic breaks due to the selection process and the way they are assembled. In
contrast, real-world lectures typically feature more subtle topic shifts. Moreover,
while synthesized data are usually in text form, which is relatively easy to create,
synthesizing data for evaluating a video segmentation method using its audio is
not straightforward and can be less accurate, making it less suitable for our
purposes.

Given the lack of an existing dataset, we embarked on the evaluation process
by manually annotating a video lecture. One of the authors, who also served as
the lecturer, segmented the lecture based on slide changes, which served as a
reliable indicator of topic transitions, in this case. His intimate understanding of
the content guided the segmentation process, ensuring a high degree of accuracy
in the annotated data. We acknowledge that evaluating on a single lecture (n=1)
may not provide a comprehensive view of the effectiveness of our methods. How-
ever, given the constraints, we believe it offers valuable insights and serves as a
starting point for further evaluations.
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Table 1: Resources for Use in Topic Segmentation Evaluation – A Synopsis
Dataset Audio Video Text Slides Source Lang. Segmentation Annotation
Hearst [7] — — — — 1 science article en —
Choi [5] — — Orig — Brown corpus en Synthesized
Wikisection [1] — — Orig — Wikipedia en, de Collected
ALV [6] — — Auto — videolectures.net en Synthesized
SB18 [14] ✓ — Auto — Brazilian lecture recordings pt Gold data
VoLL-KI [3] ✓ ✓ Auto — recorded lectures en, de Gold data (planned)

4.2 Method Hyperparameters

Both methods in this study required hyperparameter tuning. For the silence
detection method, the primary hyperparameter is the number of standard de-
viations σ from the mean silence duration, indicating topic boundaries. The
keyword extraction method, however, requires tuning of the buffer size B and
the similarity threshold θ. The buffer size influences the granularity of topic
segmentation, while the similarity threshold determines sentence segment clas-
sification.

4.3 Grid Search

A grid search was employed to explore the hyperparameter space. For the silence
detection, standard deviations ranged from 1 to 8. For keyword extraction, buffer
sizes between 5 and 15 were tested, and similarity thresholds ranged from 0.05
to 0.95 in increments of 0.05.

4.4 Evaluation Metrics

Performance was assessed using standard metrics: accuracy, precision, recall,
and the F1 score. These metrics quantify the effectiveness of each method in
segmenting video lectures.

4.5 Evaluation Results

The grid search results and performance evaluations are visualized below. In-
cluded are two line graphs for the silence detection method (Figure 2) and four
heatmaps for the keyword extraction method (Figures 3 and 4).

4.6 Analysis of Results

The results indicate that the optimal parameter for the silence detection method
is a standard deviation value of 4, yielding an F1 score of over 40%. This per-
formance significantly surpasses that of the keyword extraction method, which
achieves a maximum F1 score of less than 10%. These findings suggest that
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Fig. 2: Left: Performance of the silence-based segmentation method for different
standard deviation values. Blue is Accuracy, Orange is Precision, Green is Re-
call, and Red is F Score. Right: Number of pauses selected as potential topic
boundaries for different standard deviation values in the silence-based segmen-
tation method.

Fig. 3: Heatmaps showing the accuracy (left) and recall (right) of the keyword
extraction-based segmentation method for different combinations of buffer size
and similarity threshold.

the silence detection method, with its higher F1 score and inherent simplicity,
might be more adept at segmenting video lectures into topics. Conversely, the
keyword extraction method, despite its current lower performance, should not
be dismissed outright. It’s worth noting that this study does not demonstrate
the ineffectiveness of keyword-based approaches as a whole. Rather, it under-
scores the need for additional work on this approach. The keyword extraction



10 M. Dimitsas and J. L. Leidner

Fig. 4: Heatmaps showing the precision (left) and F1 score (right) of the keyword
extraction-based segmentation method for different combinations of buffer size
and similarity threshold.

method, with its complexity and intricacy, could be especially beneficial in sce-
narios where audio data is unavailable or when the audio quality is poor.

5 Discussion

The results of our study provide valuable insights into the application of si-
lence detection and keyword extraction methods for topic segmentation in video
lectures. The silence detection method, despite its simplicity, outperformed the
more complex keyword extraction method. This suggests that the presence of
significant pauses in speech, which can be easily detected and quantified, is a
strong indicator of topic shifts in video lectures. In the context of our study, we
found that the silence detection method, which has been used in conjunction
with other methods in the literature, showed promise when used independently.
This suggests that silence detection can be a useful tool for this task, even with-
out additional methods. On the other hand, our novel application of keyword
extraction for this purpose didn’t perform as expected. One reason might be
the challenge of comparing keyword sets for similarity. While keywords capture
main topics, they might not be an effective medium to base the measurement of
similarity between two sets, affecting the accuracy of segmentation.

Our study had several limitations. The most significant was the lack of an
available dataset for evaluating our methods. We mitigated this by manually
annotating a video lecture, but this approach has its own limitations, including
potential bias and the difficulty of accurately identifying topic shifts. Further-
more, the use of a single lecture for evaluation limits the generalizability of our
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findings. Despite these limitations, our study has important implications for the
development of automated lecture segmentation tools. Our findings suggest that
simple, easily quantifiable features of speech, such as pauses, can be effective
indicators of topic shifts. This opens up new possibilities for the design of seg-
mentation algorithms that are both effective and computationally efficient.

6 Summary, Conclusion and Future Work

In this study, we have presented two methods for segmenting video lectures into
topics: a silence detection method and a keyword extraction method. Our evalu-
ation results indicate that the silence detection method, with its simpler nature
and higher performance, is more effective for this task. However, the keyword
extraction method, despite its lower performance, may still have potential ap-
plications, particularly in cases where audio data is not available or the audio
quality is poor.

Looking ahead, we plan to further enhance our topic segmentation methods.
Moving forward, we plan to explore the use of vectorization methods, such as
Word2Vec or BERT, as an alternative to the keyword extraction method cur-
rently used. Embeddings instead of keywords, could potentially capture more
nuanced semantic relationships between words, thereby improving the accuracy
of our topic segmentation. In addition, we plan to create a gold data dataset of
annotated video lectures. This dataset will serve as a valuable resource for eval-
uating our methods and for benchmarking future topic segmentation methods.
With this dataset, we will be able to retest our methods and potentially combine
them into a new, more effective method for topic segmentation.
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